(a) Type of distribution
Gaussian (Normal)

If data are symmetrically distributed on both sides of the mean and can form a bell shaped curve in a frequency-distribution plot,  the distribution of data is called normal or Gaussian.


Eg. Heart rate, Blood sugar level, Hb level

Non-Gaussian (Non-normal)  eg. Bimodal disrtibution, Poisson distribution

If the data are skewed on one side, then the distribution is non-normal (It is not ‘Abnormal’)


Eg. No. of times children with diarrhoea pass stools, No. of times mice jump during an experiment

Statistical Normality refers to data distribution and has nothing to do with clinical/biological normality. Normal distribution is just one of many distributions described in statistics. Distributions other than Normal are Non-Normal; not abnormal.
(b & c) Scale of measurement and Type of data

Categorical - 
Nominal  (includes Binomial data) – Expressed as Proportion

e.g. Sex – male or female. In a study each individual is marked as male or female. This is nominal data (which means just name). Finally the number of males and females are calculated and expressed as proportion; 60% females and 40% males. Binomial data refers to two possible outcomes; Whether the drug produces a particular adverse effect? YES or NO. This is also expressed as proportion; The drug produces the adverse effect in 64% subjects. Other example is Religion : Hindu, Muslim, Christian

Ordinal    - Expressed as Scores and Ranks

e.g.  pain; categorised as mild, moderate and severe. Since there is a relationship or an order between the three values, this type of data is called Ordinal. Such an order does not apply to nominal data.  This type of data is expressed as scores; mild=1; moderate =2 ; severe = 3. To summarise. Data can be arranged in an order and ranked.

Numerical -
Interval
  - Continuous measurement

  - Discrete measurement

Interval type of data is characterised by  an equal and definite interval between two measurements. For example the blood Hb level are expressed as 15,16, 10, 11 or 12 g% . The interval between 15 and 16 is same as that between 11 and 12. Whereas this not true in case of ranks.  The difference between 1st rank and 2nd rank is not necessarily be the same as that between rank 13 and 14.

Interval type of data can be subdivided into continuous and discrete. Continuous variable can take any number; e.g. blood sugar level; it can be 45.3; 44. 65.3455, 33.0 mg/dL. Whereas discrete data will not have fractions; eg. No of patients operated in a week can be 23 or 45 but cannot be 23.2 or 45.56. Heart rate cannot be 72.34 beats/min.

(d) Missing values and Outliers

Check whether any value is missing. 

Outliers are nothing but extreme values. Such values may be true or false and sometimes it is difficult to decide. For example 0 kg entry under body weight is false; but 135 yr under age need not be, though both values can be dubbed as outliers.
 The reasons for missing or false data may be typographical errors, errors in unit of measurement or data entry errors (when a computer is used). 

(e) Transformation of data
For the purpose of precision and ease of analysis, certain data may have to be converted to one form to another.

Eg. Drug concentrations are converted to their log values and plotted in a DRC (dose-response curve) plot to obtain straight line instead of sigmoid curve so that analysis is made easy. Similarly sometimes asymmetrically distributed data may be transformed so that the degree of skewness can be reduced. This will make the analysis easy.  Logarithmic conversion is the most common data transformation used in medical research. 
(f) Central tendency, Variation, Confidence intervals

Central tendency – Mean, Median


  Find out the mean for the interval data 



  Median is used for scores and ranks

Variation -  SD, Range



SD will be appropriate only if data are normally distributed (symmetric distribution). 


Range includes the lowest and the highest values (eg. Dose of a drug : 10-25 mg/kg)

Confidence interval – CI or fiducial limits


Confidence limits are two extremes of a measurement within which 95% of  observations (values) would lie. 

